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Abstract

The evaluation of biometric sample quality is of great
importance in the evaluation of biometric algorithms. In
this paper, we propose a novel hierarchical model to com-
pute the sample quality on three levels. This model is
developed on the basis of three types of influencing fac-
tors: global factors, subjective factors and variable factors.
We adopt different strategies to compute the correspond-
ing three level qualities: database level quality, class level
quality and image level quality. The database level qual-
ity is estimated by experience. Then, we compute the mean
value of variable number of normalize genuine scores, the
quantiles of which are used to determine the class level
quality. On the image level quality evaluation, a novel con-
cept of subset frequency is proposed.

1. Introduction

As all kinds of biometric recognition algorithms spring
up, an effective method of evaluation becomes much
needed. In the previous work of this area, Phillips et al. [8]
defined three basic types of evaluation for biometric sys-
tems: technology evaluation, scenario evaluation and oper-
ational evaluation. However, no matter what kind of eval-
uation is to be used, the construction of a proper biometric
data set comes first in our consideration.

The data may be collected with different sensors, in dif-
ferent circumstances or by different subjects[2]. The re-
sults obtained on different data sets need a benchmark to
be compared and thus the study of the data set (e.g. data
quality and data size) is necessary. Many efforts have been
made on addressing the problem of assessing biometric im-
age quality. Kalka et al.[6] studied the impact of various
factors of iris image on performance, but they didn’t give
an exact method to describe the quality. Yi Chen et al.[3]
used 2-D wavelets to compute the local quality of iris im-
age. However, the effectiveness of their method depended
on the segmentation performance of the image and was
only suitable for image preprocessing but sample quality
assessment. Shen et al.[9] applied Gabor filter to identify

blocks with clear ridge and valley patterns as good qual-
ity block. All the methods mentioned above decided the
image quality by the characters of the image. Tabassi et
al.[4][10] proposed a novel method based on the measure-
ment of the matching scores, on the definition that the im-
age quality should have some prediction of the performance
of the recognition algorithms, to assess fingerprint quality.
Fingerprint image quality was defined to be five classes,
according to the quartiles of genuine matching score distri-
bution. And then artificial neural network was used to train
and classify the images. In[5], Patrick et al. proved that
quality measurement was predictable of matching perfor-
mance and gave Tabassi’s method a theoretical support.

Previous quality evaluation algorithms treated every sin-
gle biometric image in the same way, without considering
the hierarchical quality distribution of a database. In our
model, we first categorize the influencing factors into three
types: global factors, subjective factors and variable fac-
tors, by which three levels of qualities are presented. The
first level quality is measured by experience while the other
two levels of qualities are computed through measurement
of genuine scores. Here, we use a novel measurement of the
scores and import subset frequency to decide the third level
quality for the first time. Our model is tested on fingerprint
images and the effects are indicated by the decrease of the
error rates and the change of the score distributions.

The remainder of this paper is organized as follows. Sec-
tion 2 first describes three categories of factors, and then the
corresponding three levels of qualities are calculated. In
this section, we use novel methods to compute each level
qualities. Section 3 provides experimental results and dis-
cussions. Section 4 gives our conclusion.

2. Hierarchical Quality Model

The three kinds of factors and corresponding level of
qualities of our hierarchical model stated above are de-
picted in Fig 1.



Figure 1. Hierarchical Quality Model

2.1. Influence Factors

According to how much influence it has made, the fac-
tors are categorized into three groups, namely, global fac-
tors, subjective factors and variable factors. We take the fin-
gerprint images as examples to show the influence of these
factors, as is shown in Fig 2 .

The global factors make global influence on the database
quality, such as sensor and illumination, as is shown in
Fig 2(a) and Fig 2(b).

The subjective factors have close connection with the
subjects, which mainly refer to the intrinsic factors[1], as
is shown in Fig 2(c) and Fig 2(d).

The relative quality of images collected by one biometric
sample is determined by the variable factors. For example,
at the beginning of the collection, the subjects are not fa-
miliar with the equipment or the collection requirements, so
the first three images of each sample usually have bad qual-
ity. The images affected by this type of factor are shown in
Fig 2(e) and Fig 2(f).

2.2. Database Level Quality

Based on the factors mentioned above, our quality model
defines three level qualities, as shown in Fig 1.

The top of the hierarchical model is a difficulty coef-
ficient which is determined by the global factors and its
value is set by experience. The global difficulty coeffi-
cient is denoted by d on the range [0,1]. Higher value of
d means more difficult and lower in quality. We define
q1(q1 = 1− d) as the quality of this level.

2.3. Class Level Quality

The middle of the hierarchical model is class level qual-
ity which represents the quality differences among classes.

The second level quality will be computed according to
the following steps. Here, the database is assumed to have
N classes with M images in each class. k is the number of
the classes, i and j are the images to be compared, S1

k,i,j

and S0
k,i,j denote true and false matching scores respec-

tively.

(a) Optical Sensor (b) Capacitive Sensor

(c) Subject A (d) Subject B

(e) Subject C-im1 (f) Subject C-im2

Figure 2. Examples of the images associ-
ated with three kinds of factors. (a)(b): im-
ages collected by different sensors; (c)(d):
images of different fingers collected by the
same sensor; (e)(f): images of a single finger
collected by the same sensor but in different
time periods.

1. Compare every two images in one class to get a gen-
uine score S1

k,i,j .

2. For every class, compute the sample mean and stan-
dard deviation of its associated U imposter scores. The
imposter scores are computed by comparing the first
image of the class with the first image of other classes.

mk = U−1
N∑

p=1,p 6=k

S0
p,i,j (1)

σk = (U − 1)−1
N∑

p=1,p 6=k

(S0
p,i,j −mk)2 (2)

3. Use the statistics computed above to normalize the
genuine scores

zk,i,j = (S1
k,i,j −mk)/σk (3)

4. Rank the normalize genuine scores and get the new
ones as S̃k,p, where k is the number of the classes, p
represents the order on the rank list. Then, compute



the mean of the first R scores on the list.

µ̃k =
R∑

p=1

S̃k,p (4)

5. Compute the empirical cumulative distribution func-
tion for µ̃k.

F (µ̃) =
|µ̃k : µ̃k ≤ µ|
|µ̃k : µ̃k ≤ −∞| (5)

6. Compute the 20 percent, 80 percent quantiles of the
distribution of µ̃k.

7. Bin µ̃k into three bins based on quantiles of its distri-
bution, as is shown in table 1. This level quality score
is denoted by q2.

In our experiment, 20 percent and 80 percent quantiles
are chosen, because middle quality images have the largest
number in our database. R equals to M/2. All these values
can be changed according to the general quality distribution
of the database. For example, if more images of bad quality
appear in one class, a smaller value should be chosen for R,
and if most of the samples are hardly to be recognized, the
subset of small matching scores should be much larger.

Table 1. Category of Quality

Quality
value Description Range of µ̃k

0 fair −∞ ≤ µ̃k ≤ F−1(0.2)
1 good F−1(0.2) ≤ µ̃k ≤ F−1(0.8)
2 excellent F−1(0.8) ≤ µ̃k

2.4. Image Level Quality

The quality of this level is at the bottom of the hierarchi-
cal model and is the most important one. It describes the
relative quality of the images in one class. As the collec-
tion of biometric data is usually under control, most images
in the database are of good quality and similar to each other
while images of low quality are usually much different from
each other. Thus, high matching scores are obtained be-
tween two good quality images while low matching scores
are obtained in two situations: image of low quality match-
ing with image of low quality; image of low quality match-
ing with image of good quality. A novel method of sub-
set frequency is adopted here to measure the quality of this
level. The genuine scores will be binned into three sets, and
the image will be thrown to the corresponding bins accord-
ing to its associated genuine scores. Then, the image will
have the quality according to the bin in which it appears the
most frequent. The algorithm to compute the quality of this
level can be used independently to assign quality to each

image in one class. The quantiles can be changed to obtain
different range of quality scores.

The specific steps are listed below. We still use the as-
sumption that the database has N classes and each class
has M figures. In order to range the final quality into [1,5],
three quartiles will be used in our algorithm.

1. For every class compute the genuine scores, S1
k,i,j .

2. compute the quartiles of the the genuine scores, qu1,
qu2, qu3.

3. Put i, j into one set respectively according to table 2.

4. Each image has the quality of the set which it appears
the most frequent. This level quality is denoted by q3.

Table 2. Three Kinds of Score Sets

Set Connected Quality Range of Genuine Scores
B 1 S1

k,i,j ≤ qu1

G 2 qu1 ≤ S1
k,i,j ≤ qu3

E 3 qu3 ≤ S1
k,i,j

2.5. Quality Fusion

Finally, the overall quality is calculated by fusing the
three kinds of qualities as follows:

Q = q1 · (q2 + q3 = (1− d) · (q2 + q3) (6)

Where Q is the overall quality, q1 represents the database
level quality, q2 represents the class level quality, q3 rep-
resents image level quality, d is the coefficient of database
difficulty.

3. Experiment and Analysis

Our quality model is tested on FVC2002[7] DB1 and
DB2, which are collected by two types of optical sensor,
and each of them contains 8 impressions of 110 fingers with
the same image size. The quality indices obtained by our
method are tested at the matching stage. In the experiment,
d equals to zero. Here, we ignore the global factors, as the
two databases have no specific quality differences.

Table 3 shows the the fractions of each level quality
in the two databases. We use Kolmogorov Smirnov (KS)
test[5] to measure separation of genuine and imposter score
distribution. As more images of low quality are removed,
a larger KS test statistic is expected. Table 4 shows the
KS statistics of the two databases, in which ”bad” refers to
the original database, ”fair” refers to the database without
quality 1, ”good” refers to the database without quality 1
and 2, and ”excellent” refers to the database without qual-
ity 1, 2 and 3. Figure 3 shows the decrease of both FMR01
( False Match Rate when False Non-Match Rate is 0.01 )
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

Fraction Rejected

Fa
lse

−N
on

Ma
tch

 R
ate

 

 
DB1
DB2

(b) Reduction of FNMR01

Figure 3. Error versus reject performance for two databases. (a) and (b) show reduction in FNMR01
(FMR=0.01) and FMR01 (FNMR=0.01) as the increase of the fraction of bad quality samples been
rejected. The similarity scores come from a commercial matcher.

and FNMR01 ( False Non-Match Rate when False Match
Rate is 0.01 ) as more bad quality images are removed. The
results show that our model provides an effective quality
measurement of biometric samples.

Table 3. Quality Fraction

Quality Value 1 2 3 4 5
DB1 0.043 0.239 0.483 0.207 0.028
DB2 0.034 0.264 0.478 0.198 0.026

Table 4. KS Test for Separation of Genuine
and Imposter Scores

samples bad fair good excellent
DB1 0.989 0.990 0.996 1
DB2 0.992 0.994 0.995 1

4. Conclusion

This paper has presented a hierarchical model to eval-
uate the quality of biometric images. Our method can be
used to evaluate large database directly. The key contribu-
tion of our method is that we are the first one to propose a
novel hierarchical model to compute the quality. Besides,
in terms of the computation of the third level quality, we
adopt a new method by using the subset frequency to as-
sess the quality. Each level quality of our model can be
used independently. The parameters involved in the model
can be adjusted according to situation in order to obtain
best quality measurement. Our model can be extended to
other modalities as it is based on the measurement of the
matching scores instead of specific image characters. Our
future work would include exploring exact definition of the
score grades for each level that are significantly different

from each other and implementing new robust methods to
compute each level quality.
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