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Abstract

A new image feature called Harris feature vector is defined in this paper, which effectively describes the image gradient distribution. By computing the mean and the standard deviation of the Harris feature vector in key point neighborhood, a novel descriptor for key points matching is constructed, which is invariant to image rigid transformation and linear intensity change. Experimental evidence suggests that the novel descriptor has a good adaptability to slight view point changing, JPEG compression as well as nonlinear change of intensity.

1. Introduction

Key points matching is a key step for most of the problems in computer vision, such as object localization and recognition, image registration, three-dimensional model acquisition, video content understanding, etc. It has been a challenging problem because of different image types and geometric transformations. There are two major steps involved in the process of key points matching: the first and foremost is key points description and the other matching. A typical way of describing key points is to compute local descriptors. The descriptor can be roughly divided into two types, i.e. intensity-based descriptor and gradient-distribution-based one.

Intensity-based descriptor was first developed in [11], which is just a vector of image pixels. Zhang etc. [15] introduced a similar descriptor called Cross-correlation, and its high dimensionality results in a high computational complexity. Based on the work of Schmid and Mohr [14], Johnson and Hebert [7] introduced a more distinctive descriptor Spin Image, which is invariant to image rotation and has a low dimensionality. Among the gradient-distribution-based descriptors, SIFT [8] appeared as the most famous one. From then, a lot of similar work has been done, such as the Shape Context [2], GLOH [10] and SURF [1].

Some other kinds of techniques are also reported in the literature, such as Local Jet [3], steerable Filters [4], Moment Invariants [5], Complex Filters [12, 13] etc. Mikolajczy and Schmid [10] evaluated ten different popular descriptors on real images with different geometric, photometric transformations and scene types, and then concluded that the performance of descriptors is independent of feature detectors; SIFT Based descriptors perform best among the descriptors with high dimensionality.

In this paper, we introduce a new image feature called HFV (Harris feature vector) in order to effectively describe the gradient distribution. By computing the mean and the standard deviation of this feature, a novel descriptor called HFVD for key points matching is constructed, which is invariant to image rigid transformation as well as linear intensity change. The experimental results show that the novel descriptor has a good adaptability to slight view point changing, JPEG compression as well as nonlinear change of intensity.

The paper is organized as follows: Section 2 introduces the Harris feature vector and discusses its properties. Section 3 shows in detail how to construct HFVD for key points matching. The experimental results are reported in section 4 and section 5 concludes the paper.

2. Harris feature vector

In this paper, \( \nabla f(x) = (f_x(x), f_y(x))^\top \) denotes the gradient of the image point \( x \). \( N(\nabla f(x)) \) and \( N_\perp(\nabla f(x)) \) denote the normalized \( \nabla f(x) \) and the unit orthogonal vector of \( \nabla f(x) \) respectively, thus an orthogonal transformation can be formed as

\[
T_x = [N(\nabla f(x)), N_\perp(\nabla f(x))]^\top \tag{1}
\]

and

\[
T_x(y) = T_x \nabla f(y) = (\hat{f}_x(y), \hat{f}_y(y))^\top \tag{2}
\]
Based on this, we define the positive part and the negative part of the transformation respectively as follows:

\[ T_{x}(y)^{+} = \left( \frac{\left| \hat{f}_{x}(y) \right|}{2} + \left( \hat{f}_{x}(y), \hat{f}_{y}(y) \right)^{T} \right) \]

\[ T_{x}(y)^{-} = \left( \frac{\left| \hat{f}_{x}(y) \right|}{2} - \left( \hat{f}_{x}(y), \hat{f}_{y}(y) \right)^{T} \right) \]

and it is easy to see that \( T_{x}(y) = T_{x}(y)^{+} - T_{x}(y)^{-} \).

Then, we will define the Harris feature matrices, which are similar to the Harris second moment matrix [6]: Let \( \Omega_{x}(x) = \{ y : \| y - x \| \leq \varepsilon \} \), a circle with center \( x \) and radius \( \varepsilon \). The positive and negative Harris feature matrices are defined respectively as

\[ \mu_{+}(x) = \left[ \int_{\Omega} \hat{f}_{x+}(y)^{2} dy \quad \int_{\Omega} \hat{f}_{x+}(y) \hat{f}_{y+}(y) dy \right] \]

\[ \mu_{-}(x) = \left[ \int_{\Omega} \hat{f}_{x-}(y)^{2} dy \quad \int_{\Omega} \hat{f}_{x-}(y) \hat{f}_{y-}(y) dy \right] \]

and the vector

\[ HFV(x) = (det^{1/2}_{+}(x), trace_{+}(x), det^{1/2}_{-}(x), trace_{-}(x)) \]

where

\[ det^{1/2}_{+}(x) = det(\mu_{+}(x))^{1/2}, \]

\[ trace_{+}(x) = trace(\mu_{+}(x)), \]

\[ det^{1/2}_{-}(x) = det(\mu_{-}(x))^{1/2}, \]

\[ trace_{-}(x) = trace(\mu_{-}(x)). \]

is called the Harris feature vector of point \( x \) with respect to \( \Omega_{x} \). With the Harris feature vector above, we can distribute a 4-dimensional vector to every image point.

Figure 1 presents Harris feature energy images. (a) is an original image, (b) is the determinant of the positive Harris feature matrix, (c) is the determinant of the negative Harris feature matrix, (d) is the trace of the positive Harris feature matrix, and (e) is the trace of the negative Harris feature matrix. It can be seen that the determinants of both the positive and negative Harris feature matrices represent the feature points of image including corners and edge points with big curvature, and the trace of the two matrices represent the image edge information. It is obvious that the Harris feature vector can effectively distill the image feature.

It is not difficult to see that the Harris feature vector has the following properties concerning the image transformations:

1. For rigid transformation \( g(x') = f(x) (x' = Rx + t) \), the equation holds:

\[ HFV(x') = HFV(x) \]

2. For scale change \( g(x') = f(x) (x' = \sigma x) \), the equation holds:

\[ HFV(x') = (1/\sigma^{2})HFV(x) \]

3. For linear change of intensity \( g(x') = \alpha f(x) + \beta \), the equation holds:

\[ HFV(x') = \alpha^{2} HFV(x) \]
3 Point descriptor

In this section, the Harris feature vector will be used to construct a new descriptor for point matching. Let \( \Omega_r(x) = \{ y : \|y - x\| \leq r \} \) be a circular neighborhood of key point \( x \) with radius \( r \). In order to employ the statistical characteristics of the Harris feature vector in the neighborhood \( \Omega_r \), we divide \( \Omega_r \) into certain sub-regions, such as \( R_1, R_2, \ldots, R_M \). By computing the mean and the standard deviation of the Harris feature vector in the sub-region \( R_i \), we obtain two 4-dimensional vectors:

\[
m_i(x) = \frac{1}{\# R_i} \sum_{y \in R_i} HFV(y),
\]

\[
\text{sd}_i(x) = \sqrt{\frac{1}{\# R_i} \sum_{y \in R_i} (HFV(y) - m_i(x))^2}.
\]

Let

\[
m(x) = (m_1(x), m_2(x), \ldots, m_M(x)),
\]

\[
\text{sd}(x) = (\text{sd}_1(x), \text{sd}_2(x), \ldots, \text{sd}_M(x)).
\]

By normalizing \( m(x) \) and \( \text{sd}(x) \) to unit vector respectively and concatenating them into a single vector, we obtain an 8M-dimensional vector:

\[
HFVD(x) = \left(\frac{m(x)}{\|m(x)\|}, \frac{\text{sd}(x)}{\|\text{sd}(x)\|}\right) \in \mathbb{R}^{8M}
\]

This vector is called HFV descriptor of point \( x \), which is denoted as HFVD.

Different kinds of HFVDs can be obtained according to different partitions of \( \Omega_r \). In this paper, we set up \( r = 16 \) and consider only one simple partition as shown in figure 2.

Figure 2 shows that the circular neighborhood of a key point is divided into 4 isometric sectors based on the main orientation (Lowe [8]), and is simultaneously divided into 4 concentric rings of equal width, thus we get 13 sub-regions. With the neighborhood partition, each key point gets a descriptor, i.e. a 104-dimensional HFVD.

From the properties of Harris feature vector(HFV), we can see that the HFVD is invariant to image rigid transformations as well as linear change of intensity.

4 Experimental results

In this section, the performance of our descriptor on real images will be tested and compared with that of SIFT descriptor (We find that SIFT descriptors computed from a 32 × 32 array perform much better than those computed from a 16 × 16 sample array, so 32 × 32 sample array will be used in all the experiments of this section). The criterion of matching performance is the number of matches with the same precision [10]. In this paper, the match measure and the criterion are the Euclidean distance between descriptors and NNDR [10] respectively. In the first following experiment on image rotation, we use the epipolar geometry constrain (computed with RANSAC technique) to distinguish each match is true or false. In the other experiments, the correctness of each match is tested through the homography matrices offered by [10]. For the limited paper length, only the matching results of Harris point are reported here. Shown in our experiments with a large number of images, the matching results on the other kinds of key points, such as LOG point, are similar to that of Harris point.

**Figure 2. Neighborhood partition**

**Figure 3. Images used in experiments.**

**Image rotation** Figure 3 (a) and (b) is an image pair obtained by rotating the camera with a rotation angle of 50° approximately; figure 4 (a) offers the matching result, from which we can see that our descriptor outperforms the SIFT descriptor on image rotation. With the same precision higher than 80%, the match numbers...
of our descriptor is almost as twice as that of SIFT’s.

**Image affine** Figure 3 (c) and (d) is a pair of images with affine distortion from [10]; figure 4 (b) is the matching result, which indicates that although with lower dimension (104 vs. 128) our descriptor performs a little better.

**Nonlinear intensity change** Figure 3 (e) and (f) is a pair of images with nonlinear intensity change from [10]; figure 4 (c) is the matching result, which shows that our descriptor does not perform as well as SIFT on image nonlinear intensity change. That is to say our descriptor is more sensitive to intensity change.

**JPEG compression** Figure 3 (g) and (h) is a pair of images with JPEG compression, also from [10]. It can be seen from figure 4 (d) that our descriptor outperforms SIFT apparently, which means that our descriptor has a very good adaptability to image JPEG compression.
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**Figure 4. Experimental results.**

5 Conclusion

We have described a novel descriptor that is constructed by a new image feature. The construction of the descriptor is simple since it only employs the mean and the standard deviation calculation. Since the very image feature is effective in capturing the gradient distribution, the descriptor constructed by it performs very well in key points matching.

The HFVD is powerful and needs to be explored in further detail. One practical question is how to make our descriptor invariant to scale and large view point changing, and the work in [8] and [9] will be good paradigms.
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