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ABSTRACT 
This paper presents a human-centered picture slideshow system for 
mobile users. In contrast to conventional ROIs (region-of-interest) 
detection based systems, we provide mobile users the freedom of 
personalizing ROIs in a convenient and effective way. Here, we 
import a simple human interaction, i.e., only a single click, to give 
a hint for users’ ROIs. First, local saliency map (LSM) is 
generated, which considers not only multi-scale contrast, but also 
the self-correlation measure and central effect. Then a local fuzzy 
growing method is adopted to extract ROIs automatically based on 
LSM. Extensive experiments and user studies show the 
encouraging performance of the proposed system.

Index Terms— local saliency map, slideshow 
personalization, ROI detection, mobile devices 

1. INTRODUCTION
Explosive multimedia data make our lives colorful and we can 
access and obtain much multimedia information anywhere and 
anytime with the help of mobile devices and wireless network. 
Meanwhile, with mobile users’ accessing to more complex and 
larger pictures, they have higher requirement for personalization. 
However, due to the limited display’s size of mobile devices and 
their small capacity of power and computation, pictures 
presentation on mobile devices is still an open problem. Given that 
picture slideshow is one of the most popular ways to present 
pictures [9], we focus on picture slideshow personalization for 
mobile devices in this paper. 

Recent years, the technology of multimedia authoring achieved 
a great success, especially of picture slideshow. Hua et al. [7] 
designed an automatic picture slideshow system based on the 
content of the pictures and music. Later, they combined viewer’s 
visual attention variation and integrated camera motion patterns in 
[8]. Zang et al. [11] proposed a multimedia messages customizing 
framework for mobile devices, which focused on ROI-based 
transition effect. Chen et al. [9] presented a tiling slideshow, in 
which multiple pictures sharing similar characteristics are well 
arranged and displayed at the same layout.  

As mentioned above, most of the previous works adopted the 
technology of ROIs detection, which is reasonable for automatic 
picture slideshow generation. However, considering from a 
human-centered aspect, ROIs detection without human’s 
interaction gives users very little freedom to specify their 
preferences, which also means that users have no capability of 

personalizing ROIs. For example, in the task that picture slideshow 
with one certain theme (or concept), perhaps only part of ROIs 
represent users’ interest, especially for large and complex pictures. 
In such task, it is difficult for traditional automatic methods to 
detect ROIs without the help of human interaction. 

Moreover, considering the inherent difficulty of understanding 
human interest, especially the widely existed individual 
differences of human interest, most of the current ROI detectors [2, 
3, 4, 5, 6] may fail to provide the most attention regions of 
different users and two exceptions, mentioned in [12], often occur 
in results of ROIs detection: 1) The regions of ROI almost cover 
the whole image. 2) The regions that users want to focus are lost 
from the results. Therefore, it is not encouraged to suggest users 
choose ROI from the results of automatic ROIs detectors. 

In this paper, we present a convenient and effective way to 
personalize picture slideshow for mobile users. Here, a simple 
human interaction, i.e., only one single click, named point-of-
interest, is provided for users to specify their ROIs. To obtain 
user’s ROIs, local saliency map is firstly generated, where multi-
scale color contrast, self-correlation measure and central effect are 
considered. Then a local fuzzy growing method [3] is adopted to 
extract ROIs, which is finally specified by a rectangle. Compared 
with existing automatic systems, the proposed system has the 
following advantages. 1) A simple human interaction is imported 
to indicate users’ preferences. 2) A Self-correlation measure is 
proposed to provide the appearance guide for ROIs detection. 3) 
Personalized and effective ROIs results are obtained whose 
arbitrariness and time cost is significantly reduced. 

2. SYSTEM DESIGN 

Figure 1. System architecture of our approch.
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The proposed system architecture is presented in Fig. 1, which 
comprises three components, i.e., content-based visual clustering, 
ROIs personalization and picture series generation. The workflow 
of our system is introduced as follows: 
1. Content-based visual clustering:  

1) A quality filter [7] is firstly used to remove poor visual 
pictures from the input picture data. 

2) Then pictures’ grouping and selecting are processed to 
remove pictures which are too similar. Here, the best-
first merging method [10] is employed. 

2. ROIs personalization:  
1) To specify users’ personalized ROIs, the positions 

corresponding to users’ click, named points-of-interest, 
are firstly labeled, whose process is illuminated in 
Section 2.1. 

2) Then local saliency map (LSM) is automatically 
calculated, whose methods is described in Section 2.2. 

3) Based on LSM, ROIs are extracted by a local fuzzy 
growing method [3]. More details are in Section 2.3. 

3. Picture series generation:  
1) Based on ROIs, pictures are ranked in a reasonable and 

pleasing order using the optimization method of [12]. 
2) After that, the method of ROI based transition effect in 

[12] is employed to help mobile users more effectively 
keep attention regions in sight. 

Next, we will describe the 2nd component of the proposed 
system step by step, which is also the main novelty of our work. 

2.1. Point-of-Interest Labeling 
In our system, a convenient interaction way is provided for mobile 
users to specify their ROIs of image content for certain purposes 
(theme or concept), i.e., only a single click on the display screen. 
Here, the position of click is named point-of-interest, which is also 
referred in [13] and usually lies nearby the center of the attention 
region. In our system, multiple point-of-interests are allowed in 
one picture, and each of them marks one attention region. As 
shown in Fig. 2(a), one green cross denotes one point-of-interest. 
To avoid invalid operations, too closer points are merged into one 
point, whose position is calculated in average. 

(a)                                                     (b) 

Figure 2. (a) UI for points-of-interest labeling. (b) UI for slideshow player.

2.2. Local Saliency Map Generation 
Different from traditional saliency map, the concept of local 
saliency map [12] can be considered as a dynamic saliency map 
with user’s guidance. While only image content is known for 
traditional saliency map [2]; the additional information, i.e., user’s 
guidance, as well as the corresponding appearance prior, is 

provided for local saliency map. In this paper, we propose a more 
effective method for local saliency map generation, where the self-
correlation measure is integrated effectively, whose efficiency is 
verified by experiments in Section 3.1. 

(a)                                    (b)                                  (c) 

(d)                                    (e)                                  (f) 

(g)                                    (h)                                  (i) 

Figure 3. (a) Original image. (b) color contrast map. (c) self-correlation 
map. (d)central effect map. (e) LSM by [12]. (f) LSM by the proposed 
method. (g) the result of local fuzzy growing. (h) pixels corresponding with 
(g). (i) image patch used for self-correlation map. 

To generate local saliency map, here, three factors are 
considered from different aspects: 

1) Contrast measure. Results from vision science, such as [1] 
suggest that saliency can be measured by low-level feature contrast. 
This serves as the theoretical basis of all the existing methods [2, 3, 
4, 5, 6]. Multi-scale color contrast measure is employed, which has 
been proved to be effective in practice [5]. 

2) Central effect. The position factor is useful for local saliency 
map and it is reasonable that pixels with smaller distance from the 
point-of-interest have higher possibility to belong to attention 
region. In other words, the attention of users decreases with the 
distance between current position and the point-of-interest 
increases gradually. As the shape prior of attention region is 
unknown, we use isotropic center effect map in our work. 
3) Self-correlation measure. In this paper, besides of the first two 
factors above, self-correlation information in color and texture is 
also considered, which is an important factor widely existed in its 
universal existence in nature objects. In fact, self-correlation has 
been employed in image segmentation [13, 14], but to our best 
knowledge, rarely no one has used it in saliency map. As a pixel’s 
self similarities descriptor, Self-correlation measure can provide an 
appearance prior for saliency map and obtain a more semantic and 
specific region extract by merging the first two factors An example 
of self-correlation map is shown in Fig. 3(c). Note that, we mainly 
focused on to provide one of the most salient region near the 
attention point, and the case that many segments with two complex 
textures and colors in a large scope can be handled by multiple 
user interactions.  

In the following, we outline the proposed method for local 
saliency map generation in details: 
Step 1: Image resizing. The image is firstly resized to a uniform 
size with its aspect ratio unchanged [3], which has two advantages. 
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1) All images are considered in the same scale. 2) The 
computational complexity is effectively reduced. 
Step 2: Color space transformation. As CIELAB space is 
consistent well with human color perception system, the resized 
image is transformed from RGB space to CIELAB space. 
Step 3: Multi-scale contrast map generation. Considering that the 
size of salient object is unknown, color contrast is computed at 
multiple scales [5]. Here, a simple multi-scale contrast measure is 
defined as a linear combination of contrasts in the Gaussian image 
pyramid: 

' 2( , ) || ( ) ( ) ||
'1

L l lf x M I x I x
l x S

           (1) 

where lI   is the l  level image M in the pyramid and the number of 
pyramid levels L is 3. S is a 5×5 window. x is the position 
of ( , )i j .The multi-scale contrast map ( , )f x M is normalized to a 

fixed range [0, 1]. An example is shown in Fig. 3(b). 
Step 4: Self-correlation map generation. Here, an assumption in 
[14] is also made that the three color channels in CIELAB space 
are statistically independently. For each pixel in image, a 21x21 
image patch, shown in Fig. 3(i), is used to describe color 
distribution in three channels of Lab respectively. To measure the 
correlation between two pixels, normalized symmetric mutual 
information [14] is adopted. For each channel, 128-bins histogram 
is used to build color probability. The self-correlation map is 
created as below: 

( , ) ( ) ( ) ( , )I X Y H X H Y H X Y                   (2) 
2 ( , )( , )
( ) ( )

I X YNI X Y
H X H Y

                                     (3) 

( , ) ( , ) ( , ) ( , )L a bsc x M NI X C NI X C NI X C   (4) 

where , ,X Y C denote color distribution at the position of ,x y  and 
the point-of-interest, respectively. ( )H X is the entropy of X .

, ,L a bX X X denote three channels of X , respectively. The self-
correlation map is normalized to a fixed range [0, 1]. An example is 
shown in Fig. 3(c). 
Step 5: Central effect map generation. Different from [12], central 
effect is defined as a simple linear function. 

max

( , ) 1 xDce x M
D

                                           (5) 

where xD  is the distance from x to the point-of-interest and 

maxD  is the max distance to the point-of-interest. An example 
is shown in Fig. 3(d). 
Step 6: Local saliency map generation. Here, local saliency map is 
considered as a simple linear combination of contrast and self-
correlation maps under central effect. 

( , ) ( , ) ( , ) ( , )lsm x M N f x M sc x M ce x M    (6) 

where N  denotes the normalization operation. In our system, 

0.6, 0.4 . The local saliency map is normalized to a fixed 
range [0, 1]. An example is shown in Fig. 3(f). 

2.3. ROI Extraction 
After LSM generation, ROI is extracted based on the method of 
fuzzy growing [3]. Different from [3], only one ROI is extracted 
from one local saliency map. Hence, we regard our ROI extractor 
as a local fuzzy growing method. Some results of our extractor are 

shown in Fig. 4, where the first column are results by different 
detectors, the second are local saliency map results and the third 
are local fuzzy growing results. 

As shown in Fig. 4(d), the green cross is the point-of-interest 
marked by user’s single click. The red and blue regions are results 
of the attention view and attention areas extractors in [3], 
respectively. The ultramarine and yellow regions are results of [12] 
and our proposed method, respectively. Note that the blue region is 
not always marked, that is because the attention areas detector in 
[3] doesn’t always output reasonable results. No blue region is 
marked in case of results of the attention areas detector [3] cover 
almost the full picture. Notice that in Fig. 4(j, m), different points-
of-interest are marked and our method works well for such 
personalized ROIs. 

 (a)                                    (b)                                   (c) 

 (d)                                    (e)                                   (f) 

 (g)                                    (h)                                   (i) 

(j)                                    (k)                                   (l) 

(m)                                    (n)                                   (o) 

Figure 4. (a, d, g, j, m) original pictures. The green cross is the point-of-
interest marked by user’s single click. The red, blue, ultramarine and yellow 
regions are results of the attention view and attention areas extractors in [3], 
attention view detector in [12] and our proposed method, respectively. (b, e, 
h, k, n) local saliency map. (c, f, i, l, o) local fuzzy growing.

3. EVALUATION 
Our prototype system is developed on the hardware of Dopod 696 
(Pocket-PC), and running on the operation system of Microsoft 
Windows CE.Net. UI for points-of-interest labeling and slideshow 
player are shown in Fig.2 (a, b) respectively. 

3.1. LSM-based ROI Detection 
We tested the performance of our proposed ROIs detector. The 
experiment data consists of 500 selected images from MSRA 
Salient Object Database [15]. 50 pictures are selected from each of 
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10 file folders [14] and pictures with multiple ROIs have priority 
of selection. 16 computer-science students are involved help 
finishing the experiment, who are familiar with the operations on 
mobile devices. They marked all the ground truth of attention 
regions. For one picture, one or multiple ROIs are labeled in our 
experiment. For MSRA Salient Object Database, the original 
ground truth (only one ROI for one picture) is reserved. 
Considering that traditional attention region detectors are 
calculated without user’s guidance, for the purpose of fair 
comparison, we compare our proposed detector with that of [12]. 
But we also record the results of an effective traditional attention 
region detector [3] (part of results are shown in Fig. 4, marked by 
red and blue regions) to provide a valid reference. 
To evaluate the precision of attention region detection, an area-
based MI (mutuality information) is defined as  

( , )
Area i Area jav avMI i jarea Area i Area jav av

                          (7) 

The average MI values of two detectors are shown in Fig. 5. We 
find that the performance of our proposed detector is significantly 
higher than that of [12], which verifies the efficiency of the self-
correlation measure integrated in our method. 

            
Figure 5. Performance Comparison of ROIs Detection.

3.2. User Study 
A user study is conducted to evaluate the satisfaction of our system. 
Here, we focus on examining the validity of the personalized ROIs 
detection component described in Section 2. Hence the task is 
designed to specify ROIs with the certain theme: animal. Two 
methods are compared in the user study, the first is our proposed 
method and the latter is manual method. In our method, users only 
need to mark points-of-interest and then LSM generation and ROIs 
extraction are calculated automatically. In manual method, users 
need draw rectangles in pictures to specify ROIs directly, which 
are also regarded as the ground truth. In both methods, the basic 
functions of the traditional image browser (e.g., zoom in, zoom out, 
pan the whole image, zoom in one selected region, etc.) are 
provided. The same pictures in Section 3.1 are used and the same 
16 students are involved.

Table 1. Average number of actions per picture

Action Scroll Zoom in Zoom out Click Drag-
drop 

Manual 0.31 0.44 0.30 0.37 1.98 
Ours 0.23 0.52 0.27 1.62 0.25 

For each user, we record their browse log. The result of average 
number of actions per image is shown in Table 1, where the action 
of Drag-drop is defined as a series of successive actions: click, 
move and up from the screen. As shown in Table 1, both methods 
require the similar number of actions. However, since the number 

of the drag-drop action is reduced obviously, our method can 
reduce the complexity of actions. Notice that there are less zoom 
in, zoom out and scroll actions in our method. The performance of 
our ROIs detector is required to be improved in the further, which 
is also our future work. 

4. CONCLUSIONS 
This paper presents a human-centered picture slideshow system for 
mobile users. Compared with traditional ROIs (region-of-interest) 
detection based systems, we provide mobile users the freedom of 
personalizing ROIs in a convenient and effective way. Here, we 
import a simple human interaction, i.e., only a single click, to give 
a hint for users’ ROIs. First, local saliency map is generated, which 
considers not only multi-scale contrast, but also the self-correlation 
measure and central effect. Then a local fuzzy growing method is 
adopted to extract ROIs automatically based on local saliency map. 
Extensive experiments and user studies show the encouraging 
performance of the proposed system. 
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