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Learning Emotion Category Representation to
Detect Emotion Relations across Languages

Xiangyu Wang, and Chengqing Zong, IEEE Fellow

Abstract—
Understanding human emotions is crucial for a myriad of applications, from psychological research to advancements in Natural
Language Processing (NLP). Traditionally, emotions are categorized into distinct basic groups, which has led to the development of
various emotion detection tasks within NLP. However, these tasks typically rely on one-hot vectors to represent emotions, a method
that fails to capture the relations between different emotion categories. In this study, we challenge the assumption that emotion
categories are mutually exclusive and argue that the connections and boundaries between them are complex and often blurred. To
better represent these nuanced interconnections, we introduce an innovative framework as well as two algorithms to learn distributed
representations of emotion categories by leveraging soft labels from trained neural network models. For the first time, our approach
enables the detection of emotion relations across different languages through an NLP lens, a feat unattainable with traditional one-hot
representations. Validation experiments confirm the superior ability of our distributed representation algorithms to articulate these
emotional connections. Moreover, application experiments corroborate several interdisciplinary insights into cross-linguistic emotion
relations, findings that align with research in psychology and linguistics. This work not only presents a breakthrough in emotion
detection but also bridges the gap between computational models and humanistic understanding of emotions.

Index Terms—Emotion category, emotion space, distributed representation, emotion relations across languages.
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1 INTRODUCTION

EMOTIONS are subjective experiences that people represent
with language [1]. People express their emotions to oth-

ers with various communication methods such as facial ex-
pressions, speech, text, body language, etc. As shown in Fig-
ure 1, there are two main approaches to describe the distri-
bution of human emotional states: predefined dimensional ap-
proach and namely categorical approach [2]. In the predefined
dimensional approach, emotions are quantitatively represented
with several predefined attributes. The most popular framework
of this kind was proposed by Russell, considering valence (pos-
itiveness–negativeness) and arousal (active–passive) as the two
core attributes of all emotional experiences [3]. Mehrabian and
Russell introduced three dimensions to represent the emotional
state: pleasure (pleasure–displeasure), arousal and dominance
(dominant–submissive), which is known as the PAD model [4].
Nevertheless, on the one hand, two or three attributes are not
enough to describe the wide range of human emotional states [5],
[6]. On the other hand, it is quite difficult to quantify the attribute
value of a specific emotional state [7]. In namely categorical
approach, human emotional states are presented with discrete
basic emotion categories. The most well-known model of this kind
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Fig. 1. An illustration of two main models to describe human emotional
states, which is represented by the multi-color ellipse.

is proposed by Ekman, who introduced the existence of six basic
emotion categories: anger, disgust, fear, joy, sadness and surprise
[8]. Cowen and Keltner introduced a conceptual framework to
analyze reported emotional states and elicited 27 distinct varieties
of reported emotional experience [9]. Many other basic emotion
theories provide different clusters, ranging from 6 to 15 [10],
[11], [12]. Nonetheless, on the one hand, the categorical models
divide human emotional states into limited emotion categories.
Thus, the different emotional states may correspond to the same
emotion category. On the other hand, the categorical models
treat emotion categories as independent ones, which ignore the
underlying relations between emotion categories.

For an emotional state contained in a document, it is much
easier to label its emotion category than to annotate the value of
its specific attributes. As a result, the basic emotion categories
have been widely applied in text emotion analysis in the field of
natural language processing (NLP). Many downstream tasks and
corresponding datasets have been proposed in the past decades.
To recognize the emotional content contained in the text, Alm
et al. introduced machine learning methods to predict emotion
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categories from the text in the domain of children’s fairy tales for
the first time [13]. Lee et al. first proposed a linguistic-driven rule-
based system for emotion cause detection, as well as constructed
a Chinese emotion cause corpus annotated with emotions and the
corresponding cause events [14]. Thet et al. found the sentiment
towards various aspects in a document (such as cast, director, story,
and music in a movie review) may be different, and they employed
linguistic methods to study aspect-based sentiment analysis in the
field of the movie review [15]. Jiang et al. proposed a target-
dependent sentiment classification task on Twitter, in which the
tweets are supposed to be classified as positive, negative, or neutral
according to the given query [16]. Zhou et al. first introduced the
emotion distribution learning task to identify multiple emotions
with their intensities from texts since multiple emotions with
different intensities are often co-existed in a single sentence
[17]. Mohammad and Bravo-Marquez first formulated the task of
detecting emotion intensities in tweets [18]. Alejo et al. extend the
emotion intensity prediction task to multilingual [19]. Based on
the emotion cause extraction task, Xia et al. proposed a new task
named emotion-cause pair extraction to solve the shortcomings
of the traditional emotion cause extraction task that depends on
the annotation of emotion before extracting cause [20]. There is
also a lot of research in the field of multilingual emotion analysis.
Abdalla et al. employ a single linear transformation to capture
fine-grained sentiment relationships between cross-lingual words
[21]. Dufter et al. present a method to word embedding space by
concept induction [22]. Zhao and Schütze [23] propose a universal
approach for sentiment lexicon induction and conduct experiments
on a parallel corpus of 1593 languages.

In existing tasks and models mentioned above, emotional
states in the text are described with one or several independent
emotion categories, which are represented with one-hot vectors.
However, the underlying relations among the emotion categories
are ignored in one-hot representation, which is contrary to the
fact that the emotion categories are not orthogonal to each other
and the boundaries as well as emotion relations are not clearly
distinguished and defined [24], [25], [26]. Therefore, the existing
one-hot representations for emotion categories are subject to
certain restrictions in many practical applications. For example,
there is a warm debate about whether emotion categories are
universal or language-specific in cognitive psychology [27], [28],
[29]. Some studies indicated that human emotion categories are
universal [30], while others suggested they are language-specific
[31]. Since different categories are orthogonal to each other in one-
hot representation, one-hot vectors cannot be employed to express
emotion relations, let alone to analyze emotion relations across
languages.

Different from previous studies that treated emotion categories
as independent ones, we propose a novel framework to learn the
distributed representations for emotion categories in this paper,
which regards the collection of human emotional states contained
in text as an emotion space, and each emotional state contained
in a document corresponds to a point in the space. As shown in
Figure 1 (b), each emotion category is a cluster distributed in the
emotion space rather than a specific constant point. And the rep-
resentation of the cluster center are learned as the representation
of the corresponding emotion category. Based on the learned dis-
tributed representations of emotion categories, emotion relations
across languages can be detected from the perspective of NLP,
which cannot be achieved by existing one-hot representations.

Based on our previous conference paper [32], the following

aspects have been extended in this work.

• We propose a general framework to learn distributed
representations for emotion categories. Forced Symmetry
mechanism is introduced to refine the emotion category
representations, ensuring improved stability of emotion
vectors in the emotion space.

• We conduct more experiments to validate the effective-
ness of the learned emotion category representations. The
results demonstrate that the learned representations of
emotion categories in emotion space can express emotion
relations much better than word vectors, and is competitive
with human results.

• We apply the learned representations of emotion categories
to analyze the differences in emotion relations across
languages. As far as we know, this is the first work to study
the differences of emotion relations across languages from
the perspective of NLP.

The remainder of this paper is organized as follows. The
related work is introduced in Section 2. Section 3 describes the
limitations of existing representations and the algorithms to obtain
our distributed representations of emotion categories. Section 4
reports the validation of the effectiveness of our algorithms.
Section 5 illustrates the application of our methods in detecting
emotion relations across languages. Section 6 summarizes the
major conclusions.

2 RELATED WORK

Four lines of related literature will be reviewed in this section: ba-
sic emotion models, emotion datasets, emotion across languages,
and soft labels.

2.1 Basic Emotion Models

There are many studies on emotion taxonomy that divide human
emotional states into different basic emotion categories. Weiner
and Graham simply divided emotions into happiness and sadness,
which is the same as using polarity to describe the emotional
state [33]. Plutchik proposed an emotion wheel based on general
psychoevolutionary theory, in which the human emotional states
are divided into eight main categories: anticipation, disgust, hate,
joy, love, sadness, surprise, and trust [34]. Ekman suggested that
there are six discrete basic emotion categories (anger, disgust,
fear, joy, sadness, and surprise) [8], which is the most popular
emotion taxonomy by far and is contained in the vast majority
of the existing emotion classification datasets. Parrott proposed
another six basic types of emotion category from the perspective
of social psychology (anger, fear, joy, love, sadness, and sur-
prise) [35]. Harmon et al. captured eight distinct state emotions
in their study with the questionnaire approach (anger, disgust,
fear, anxiety, sadness, happiness, relaxation, and desire) [12].
Similarly, Cowen et al. introduced a conceptual framework to
analyze reported emotional states and elicited 27 distinct varieties
of reported emotional experience [9]. However, the basic emotion
categories mentioned above are derived on the basis of psychologi-
cal research on human emotional states. The relations among these
emotions are still unclear. In this work, we propose a framework
to learn the distributed representations of emotion categories, and
the similarities among basic emotions can be further detected.
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TABLE 1
Differences between semantic space and emotion space.

Semantic Space Emotion Space
Each word corresponds to a point in semantic space. Words cannot be represented in emotion space.
Emotional states cannot be represented in semantic space. Each emotional state corresponds to a point in emotion space.
Each emotion category is encoded with a piece of specific
semantic information.

Each emotion category is encoded with a specific emotional
state.

2.2 Emotion Datasets

In order to achieve a better performance on existing emotion
detection tasks, many datasets that vary in the domain, language,
size, and taxonomy have been introduced. A standard approach to
create an emotion recognotion dataset is via expert annotation.
Strapparava and Mihalcea first introduced an emotion dataset,
Affective Text, in the field of news headlines [36]. For the
purpose of improving the size of the emotion dataset, Wang et
al. created a large emotion dataset automatically from about 2.5
million tweets by harnessing emotion-related hashtags available
[37]. Abdul-Mageed and Ungar developed a dataset contained 24
fine-grained types of emotions from Twitter [38]. In the domain
of daily dialogue, Li et al. introduced a multi-turn dialog dataset
(DailyDialog) by crawling the raw data from various websites
[39]. To create a multilingual emotion dataset, Öhman et al.
presented a dataset in the field of movie subtitles with a gamified
framework [40]. Different from annotating datasets via expert an-
notation, Scherer and Wallbottcreated ISEAR dataset with another
approach named self-reporting, in which subjects are asked to
describe situations associated with a specific emotion [41]. With
self-reporting approach, Demszky et al. introduced GoEmotions, a
very manually annotated dataset of 58k English Reddit comments
and annotated with 27 emotion categories [42]. Nevertheless, the
instances in existing emotion recognition datasets are annotated
with one or several basic emotion categories, and the emotion
categories are represented with one-hot vectors. Emotions are
orthogonal to each other in one-hot representation, which does not
accord with the fact that the emotion relations are very complex in
real world. In this paper, we learn the distributed representations
for emotion categories in emotion space, and emotion relations are
further detected based on our emotion representations.

2.3 Emotions across Languages

In the field of cognitive psychology, there is a question about
whether emotion is universal or language-specific. As in many
other debates, there is a continuum of positions about how lan-
guage dominated emotions. On the one hand, universalists argued
that basic emotion categories are experienced and expressed in-
dependently of language. On the other hand, relativists thought
that language affects the individual’s emotions. Izard and Buechler
proposed a theory of emotions that considered a fundamental emo-
tion as a complex motivational phenomenon [43]. They described
ten basic discrete emotions with corresponding universal facial
expressions. Ekman et al. presented their evidence of agreement
across languages in the judgment of facial expression by asking the
members to show their facial expressions in different emotional
contexts [44]. Matsumoto discussed how emotions are influenced
by culture in detail from a historical perspective [45]. Kotz and
Paulmann put forward a view that speech emotion and language
comprehension are anchored in a functionally differentiated brain

network from a brain science perspective [46]. Sundararajan pro-
vided an explanatory framework to cast the East and West differ-
ence in facial expression of emotions from a cognitive psychology
perspective [47]. However, the above studies analyzed emotion
spaces across languages from the perspective of psychology or
brain science. There is still no relevant work in the NLP field as
emotion categories are usually represented with one-hot vectors
in existing emotion detection tasks. In this paper, based on the
distributed representations of emotion categories, we study the
text emotion spaces across languages from the perspective of NLP
for the first time.

2.4 Soft Labels
Hinton et al. in their novel work first discussed that soft targets
from a well-trained large model have more entropy and can
provide more information than manually annotated hard targets
[48]. Phuong and Lampert provided their insights into the working
mechanisms of distillation by studying the special case of linear
and deep linear classifiers [49]. Zhang et al. proposed a method
to represent labels with the average word embedding of the word
terms of the label name [50]. Nevertheless, label representation
in semantic space cannot reflect label relations well. In this work,
we represent labels in label space (i.e. emotion space) rather than
semantic space, and the experimental results demonstrate that our
representation method can express label relations much better than
existing representation methods in semantic space. For the purpose
of making the model to be less confident in the image classification
task, Szegedy et al. proposed a label smoothing technique, in
which the one-hot labels are regularized to a weighted mixture
of targets in the dataset [51]. In order to better understand label
smoothing in the context of neural machine translation, Gao et
al. derived and explained theoretically why label smoothing is
optimizing [52]. Nevertheless, the mixture targets are obtained
only by adding a noise vector that the value in each dimension is
the same. As a result, the mixture targets from label smoothing
approach cannot reflect the true label distribution. In this work,
soft labels output by trained neural network models are employed
to generate the distributed representations for emotion categories.
Furthermore, we generate a more appropriate label distribution to
enhance classification tasks.

3 MOTIVATION

3.1 Differences between Semantic Space and Emotion
Space
The introduction of word vectors [53] has enabled the distributed
representation of words in a high-dimensional semantic space.
Each word, including emotion category terms, is represented as
a vector in this space. However, word vectors are computed based
on the semantic averaging hypothesis, where the vector for each
emotion term is derived as the mean value of its contextual word
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TABLE 2
Four instances in dataset AffectiveText. Instance 1 and 2 are annotated with same emotion category but different valence. Instance 3 and 4 are

annotated with same valence but different emotion category.

Index Instances Emotion Valence
1 Goal delight for Sheva joy 87
2 Making peace from victory over poverty joy 39
3 New Indonesia Calamity, a Mud Bath, Is Man-Made anger -59
4 Waste plant fire forces 5,000 to evacuate sadness -59

vectors. Consequently, these vectors capture semantic or contex-
tual information, but fail to represent specific emotional states
within the emotion space. To incorporate sentiment information
into word embeddings, several sentiment-enriched methods have
been developed. Tang et al. introduced a learning algorithm called
sentiment-specific word embedding (SSWE) [54], while Agrawal
et al. proposed emotion-enriched word embedding (EWE) [55].
Despite these advancements, both general and sentiment-enriched
word vectors are derived within the semantic space framework,
rather than the emotion space. Importantly, emotion space is
neither equivalent to semantic space nor a subspace of it. A
detailed comparison between the two is presented in Table 1.

3.2 Limitations of One-hot Representation and Label
Smoothing

In existing emotion detection tasks [14], [18], [20] and following
datasets [36], [39], [42], emotion categories are represented with
one-hot vectors. Nevertheless, in one-hot representation, each
emotion category is regarded as an independent dimension. As
a result, each emotion category is orthogonal to all other emotion
categories, and the cosine similarity between different categories
is 0.

V one−hot
i · V one−hot

j = 0 (1)

where i, j denote different emotion categories, and V one−hot
i ,

V one−hot
i denote corresponding one-hot vectors. However, as dis-

cussed in section 3.1, the relations among emotion categories are
complex. Obviously, one-hot representation ignores the underlying
relations among emotion categories in emotion space.

Similarly, in label smoothing representation, all emotion cate-
gories have similar representations. The cosine similarity values
between different emotion categories are equal to a constant.
Although this makes different emotional categories no longer
orthogonal, it still cannot distinguish the similar relationships
between emotions. For example, emotion sadness have the same
cosine similarities with emotion remorse and emotion joy in label
smoothing representation.

4 METHODOLOGY

4.1 The General Framework

In contrast to one-hot representation, our motivation is to use
distributed vectors to represent emotion categories. As shown
in Figure 1 in section 1, namely categorical approach employs
several basic emotion categories to represent human emotion
states. As a result, each emotion category corresponds to a wide
range of emotional states in emotion space. Therefore, learning
the distributed representation of an emotion category is actually
learning a vector to represent the range of the corresponding

emotion category. In other words, when we learn the distributed
representation of an emotion category, we learn its cluster center.

This can be further confirmed in emotion classification
datasets. Take dataset SemEval-2007 task 14 [36] as an example,
four typical instances are annotated with both emotion category
and valence value as shown in Table 2. Instance 1 and instance
2 are annotated with the same emotion category although they
are labeled with different valence values. Actually, the emotional
state in instance 1 is different from that in instance 2. Instance 1
seems to be more excited while the emotional state in instance 2
seems to be more hopeful. As for instance 3 and instance 4, they
are annotated with the same valence value but different emotion
categories.

The above examples demonstrate that each emotion category
corresponds to a wide range of emotional states. Two documents
annotated with the same emotion category may have different
emotional states. In this article, we regard the whole text emotional
states as a vector space. Each document corresponds to a specific
emotional state, and further corresponds to a specific point in the
space. Furthermore, each emotion category is a cluster rather than
a specific constant point in the space, which means the emotion
category is a random variable distributed in the vector space.

For category K , we define x as the sample annotated with
category K and V K as the distributed representation of category
K . Let V(x) be the distributed representation of sample x and
p(x) be the probability density of sample x. Let Ω be the integral
domain of x. We further use L(V K ,V(x)) as the distance
function between V K and V(x). In order to obtain a better
distributed representation for category K , we must minimize the
expectation of L. Thus, we obtain the calculation formula for
specific distributed representation of category K as the following:

V K = arg min
V

∫
Ω

L(V ,V(x))p(x)dx. (2)

4.2 Two Solutions to the Framework
It is difficult to obtain the specific distribution of emotion cate-
gories in emotion space. Therefore, it is impossible to calculate
the distributed representations of emotion categories directly from
their distribution in emotion space. Fortunately, there are many
existing available emotion classification datasets, in which each
instance can be regarded as a sample of the corresponding emotion
category. As a comprise solution, we employ the samples in the
emotion classification dataset to estimate the emotion distribution.
Thus, we can rewrite Equation 2 as:

V K = arg min
V

∑
x∈SK

L(V ,V(x)), (3)

where SK is the set of all instances labeled with category K in
dataset D.
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Fig. 2. The detailed steps of our approach to learn distributed representations for emotion categories. DR represents for distributed representations.
Blue rectangles represent instances in the emotion dataset. Each instance in the dataset is regarded as a sample of the annotated emotion category.
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𝑤1 𝑤2 𝑤𝑘

1

000

loss information
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Fig. 3. Schematic diagram of neural network models for emotion clas-
sification task. For each document, the supposed input of the model
is the corresponding vectors of all words in the document. The model
will output the predictions based on the soft labels. The dimension
of the soft labels is same to the number of categories. In this paper,
temperature scaling is performed to obtain calibrated soft labels with
suitable confidence levels.

The detailed approach of our method can be seen in Figure 2.
In the first step, we learn the distributed representation for each
instance annotated in the dataset. In the second step, we derive
the distributed representation of each emotion category from the
distributed representations of the instances. After completing the
above two steps, we can reconstruct a high-dimensional vector
space to describe human emotional states based on the distributed
representations of emotion categories.

For the first step, well-calibrated soft labels output by a trained
neural network model are employed directly as the distributed
representation for the input instance. As shown in Figure 3, a
neural network model will output soft labels regardless of its
specific architecture. Previous studies [48], [49] have also verified
that soft labels tend to have higher entropy and contain more
information than manual one-hot labels. Since modern neural
networks tend to be over-confident, temperature scaling [56] is
employed to enable the soft labels to have a suitable confidence
levels. We denote x as the input instance and f(x) as the soft

labels from a trained neural network model. Thus, we have:

f(x) = V(x). (4)

For the second step, it is a classic optimization problem. Take
Equation 4 into Equation 3, we have:

V K = arg min
V

∑
x∈SK

L(V ,f(x)), (5)

Depending on the choice of the loss function, the solution
to this problem is not unique. In this paper, we employ squared
Euclidean distance as the loss function. Therefore, Equation 5 can
be simplified as follows:

V K = arg min
V

∑
x∈SK

||V − f(x)||22. (6)

By solving Equation 6, we have:

V K =

∑
x∈SK

f(x)

NK
, (7)

where NK is the size of SK .
Repeating the above approach for all emotion categories, we

can obtain the representation matrix of emotion categories based
on soft labels.

V SL = [V 1;V 2; ...;V C ], (8)

where SL stands for soft labels, the i-th row in V SL is the
distributed representation for i-th emotion category.

It should be noted that the dimension of each emotion category
is equal to the dimension of soft labels, which is further equal
to the numbers of emotion categories contained in the dataset.
Therefore, V SL is a square matrix.

Considering the K-th row in V SL, which is also the represen-
tation of K-th emotion category, we have the formula:

V K = [VK1;VK2; ...;VKC ]. (9)

The value of VKi is positively correlated with the similarity
of K-th and i-th emotion category. Therefore, we suppose that
a symmetric emotion category representation matrix should be
better. Based on the consideration of symmetry, we force the
emotion category representation matrix V SL to be symmetrical.

Forced Symmetry leverages the inherent symmetry in emo-
tional category relationships to better align distributed represen-
tations with psychological theories. This ensures that the learned
emotion space more accurately reflects the natural structure of
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TABLE 3
Emotion categories in dataset GoEmotions. There are 27 emotion categories in GoEmotions, which are divided into three parts (positive, negative

and ambiguous) by the authors of GoEmotions.

Positive(P): admiration, amusement, approval, caring, desire, excitement, gratitude, joy,
love, optimism, pride, relief

Negative(N): anger, annoyance, disappointment, disapproval, disgust, embarrassment, fear,
grief, nervousness, remorse, sadness

Ambiguous(A): confusion, curiosity, realization, surprise

emotions. From a numerical stability perspective, Forced Sym-
metry also reduces the sensitivity of representations to random
initialization and training noise by imposing constraints on the
similarity matrix. This leads to more consistent and robust emotion
vectors. After adopting forced symmetry to the solution V SL, we
can obtain another solution of emotion representation matrix.

V FS = (V SL + V SL.T )/2, (10)

where FS is the abbreviation for forced symmetry, V SL.T repre-
sents the transpose of matrix V SL.

4.3 Extension to Multilabel Datasets
The above derivation to calculate the distributed representations
for emotion categories is based on the single-label dataset. How-
ever, there are many datasets in which the instances are annotated
with multiple emotion categories [36], [42]. In this part, we extend
our approach to multilabel datasets.

We think the weight of each instance should be the same as
one unit, no matter it is single labeled or not. As for multilabel
instances, they can be divided into multiple single-label instances.
However, the weight of each class in multilabel instances remains
unknown. Based on the principle of maximum entropy [57], all
classes should have the same weight. The weight of each single
label data is set to the reciprocal of the number of the annotated
labels. For example, suppose document D is labeled with category
A and B. We regard D as two half instances, one half is labeled
with category A, and the other half is labeled with category B.

Let Y(x) denote the set of the annotated labels of sample x
and |Y(x)| denote the size of set Y(x). Take above document D
as an example, then Y(D) is equal to {A,B} and |Y(D)| is equal
to 2 as there are two labels contained in Y(D). Therefore, we ob-
tain the calculation formula of specific distributed representation
for category K:

V K =

∑
x∈SK

wK(x)f(x)∑
x∈SK

wK(x)
, (11)

where wK(x) is equal to 1/|Y(x)|, which is the weight of
instance x in category K .

4.4 The Algorithm
As V SL is the premise of calculating V FS , we propose only one
algorithm to obtain V SL and V FS at the same time. The pseu-
docode of the algorithm to learn the Distributed Representations
of Emotion Categories (DREC) is listed in Algorithm 1.

5 VALIDATION

In this section, we focus on the validation of our approaches
in expressing emotion relations. We first introduce the dataset
and the models and then conduct three experiment to verify the
effectiveness of our approaches.

Algorithm 1 The Algorithm of DREC-SL and DREC-FS

Input: D = {(T (n),Y(n))Nn=1} // dataset
Output: V SL = {V SL

1 ,V SL
2 , ...,V SL

C }
V FS = {V FS

1 ,V FS
2 , ...,V FS

C }
// distributed representations for emotions

01: f ← D // train a neural network model
02: V SL ← {0,0, ...,0}
03: {W1,W2, ...,WC} ← {0, 0, ..., 0} // weight
04: for n = 1 to N do
05: for each j ∈ Y(n) do
06: SL← f(T (n)) // soft labels
07: V SL

j ← V SL
j + SL/|Y(n)|

08: Wj ←Wj + 1/|Y(n)|
09: end for
10: end for
11: for i = 1 to C do
12: V SL

i ← V SL
i /Wi

13: end for
14: V FS ← (V SL + V SL.T )/2

5.1 Datasets

GoEmotions [42] is chosen as the dataset to validate the intrinsic
quality of our approaches as there are 27 emotion categories in
GoEmotions. GoEmotions is annotated of 58k English Reddit
comments, with comments extracted from popular English sub-
reddits. In contrast to Ekman’s taxonomy, which includes only one
positive emotion (joy), GoEmotions is created for the purpose of
building a large dataset with a large number of positive, negative,
and ambiguous emotion categories. As a result, GoEmotions can
better reflect the complex relations among emotion categories. The
detailed emotion categories are shown in Table 3.

5.2 Models

As mentioned before, any neural network model can be applied
to learn distributed representations for emotion categories with
our methods. Three typical neural network model, TextCNN [58],
BiLSTM [59] and BERT [60], are employed in this section. The
experimental results in semantic space are also conducted for
comparison. 300-dimensional GloVe [61] of the term of emotion
categories are chosen as its word embedding representation in
semantic space. The detailed model settings are listed as follows:

TextCNN: The height of convolution kernel size is divided
into three groups 2,3,4,5 and 300-dimensional random word vec-
tors are employed. There are 32 channels in each group. Batch
size and learning rate are set to 128 and 0.001.

BiLSTM: There is only one layer in this model. Batch size and
learning rate are set to 128 and 0.001 separately. 300-dimensional
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Fig. 4. Visualization of emotion vectors in different spaces. (a)-(f) In (emotion-enriched) semantic space, the linear boundaries among positive,
negative and ambiguous emotion categories only exist in BERT CLS and BERT ave. (g)-(l) In emotion space, regardless of the choice of neural
network models or algorithms, each type of emotion categories is linear separated with the others. The ambiguous emotion categories are just
located between positive and negative emotion categories. (SL: soft labels; FS: forced symmetry.)

random word vectors are employed.. There are 32 neurons in the
hidden layer in each direction.

BERT: BERT-based model is used in this experiment [60]. A
fully connected layer is added on top of the pre-trained model.
Batch size and learning rate are separately set to 128 and 2e-5 for
fine-tuning.

Besides, three more baselines (GloVe ave, BERT CLS, and
BERT ave) that leverage GoEmotions dataset with our proposed
Equation 11 are conducted to construct the emotion-enriched
semantic space. For GloVe ave (and BERT ave), the averaged
context embedding from GloVe (and fine-tuned BERT model)
is chosen as the instance representation. For BERT CLS, the

embedding of [CLS] token from fine-tuned BERT model is
chosen as the instance representation.

5.3 Arrangement

This section presents the arrangement of emotion representations
in the emotion space, alongside a comparison with the arrange-
ment of emotion category word vectors in semantic space. The
GoEmotions dataset includes 27 annotated emotion categories,
detailed in Table 3. As described by its creators [42], these
categories are grouped into three classes: positive, negative, and
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Fig. 5. The heatmaps show the cosine similarity between emotion vectors. Red, purple, and orange boxes correspond to sub-heatmaps of positive,
negative and ambiguous emotion categories, respectively. (a)-(f): (emotion-enriched) semantic space. (g)-(l): emotion space. (SL: soft labels; FS:
forced symmetry.)

ambiguous emotions1.
The experiments were conducted 10 times. In each experiment,

a distributed representation matrix for emotion categories was
learned, and the average representation matrices were computed.
Singular value decomposition (SVD) [62] was then applied to
reduce the dimensionality of the average matrix from 27 to 2.
SVD was chosen for its orthogonal transformation property, which
preserves the spatial structure of the original data, ensuring that
the reduced space retains the distribution and separability of the

1. https://github.com/google-research/google-
research/tree/master/goemotions/data/sentiment mapping.json

original. The resulting two-dimensional representation of emotion
categories is shown in Figure 4.

Three color-shape pairs, red-circle, gray-square, and black-
triangle, represent positive, negative, and ambiguous emotions,
respectively. Figures 4(a)-(c) illustrate the word embeddings in
semantic space (GloVe, SSWE, and EWE), while Figures 4(d)-
(f) depict the averaged sentence embeddings (GloVe ave,
BERT CLS, and BERT ave). Figures 4(g)-(l) present the results
of the DREC-SL and DREC-FS algorithms using three neural
network models: TextCNN, BiLSTM, and BERT.

In contrast, Figures 4(e)-(l) display clear boundaries among
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TABLE 4
Cosine similarities between emotion pairs. We also calculate the average similarity and standard deviations of similar and dissimilar emotion pairs.

For similar emotion pairs, the highest average value and the smallest standard deviation are shown in bold. For dissimilar emotion pairs, the
smallest positive average value and the smallest standard deviation are shown in bold.

(Emotion-enriched) Semantic Space Emotion Space

GloVe SSWE EWE GloVe
ave

BERT
CLS

BERT
ave

TC
SL

BL
SL

BERT
SL

TC
FS

BL
FS

BERT
FS

Similar

(anger,annoyance) 0.497 0.625 0.586 0.616 0.870 0.871 0.470 0.786 0.883 0.483 0.797 0.871
(grief,sadness) 0.734 0.775 0.790 -0.005 0.602 0.607 0.560 0.869 0.656 0.503 0.849 0.640
(joy,relief) 0.266 0.824 0.314 -0.164 0.711 0.715 0.266 0.806 0.754 0.232 0.819 0.753
(fear,nervousness) 0.393 -0.293 0.442 0.317 0.817 0.817 0.414 0.725 0.855 0.376 0.671 0.866
avg 0.473 0.483 0.533 0.191 0.750 0.753 0.427 0.797 0.787 0.398 0.784 0.783
std 0.172 0.454 0.177 0.300 0.103 0.101 0.107 0.051 0.090 0.108 0.068 0.095

Dissimilar

(disgust,joy) 0.346 -0.779 0.304 -0.270 0.349 0.355 0.094 0.084 0.169 0.077 0.086 0.146
(anger,admiration) 0.460 -0.100 0.428 -0.185 0.377 0.381 0.092 0.054 0.121 0.101 0.064 0.154
(love,remorse) 0.191 -0.425 0.253 0.067 0.180 0.183 0.059 0.045 0.083 0.050 0.041 0.070
(fear,gratitude) 0.188 -0.585 0.382 -0.376 0.275 0.277 0.040 0.043 0.066 0.043 0.036 0.061
avg 0.296 -0.472 0.342 -0.191 0.295 0.299 0.071 0.057 0.110 0.068 0.057 0.108
std 0.114 0.249 0.068 0.164 0.076 0.077 0.023 0.016 0.040 0.023 0.020 0.042

positive, negative, and ambiguous emotion categories. Notably,
ambiguous categories are positioned between positive and negative
categories, confirming their intermediate and ambiguous nature.

In Figure 4 (a), (b), and (d), there are no clear boundaries
among positive, negative and ambiguous emotion categories. In
Figure 4 (c), positive and negative emotions are separated with
each other while ambiguous emotions seem to locate randomly in
the space. This reflects that the similarity between emotion terms
in semantic space cannot truly reflect relations between emotion
categories. For example, joy and sadness are different emotion
categories, but due to their similar context, these two emotions
may have similar positions in semantic space.

In contrast, Figures 4(e)-(l) display clear boundaries among
positive, negative, and ambiguous emotion categories. Notably,
ambiguous categories are positioned between positive and negative
categories, confirming their intermediate and ambiguous nature.

This experiment demonstrates that our emotion representation
algorithm more effectively captures the relationships among pos-
itive, negative, and ambiguous emotion categories compared to
traditional word vectors in semantic space.

5.4 Similarity
The similarities among emotion categories in emotion space will
be calculated to quantitatively reveal emotion relations in this part.
Cosine similarity is employed as the measurement of similarity in
this paper.

5.4.1 Overall Similarities
The heatmap in Figure 5 illustrates the overall similarities among
emotion categories. Positive, negative, and ambiguous emotions
are highlighted with red, orange, and purple boxes, respectively.
Among the models, SSWE (Figure 5(b)) exhibits the most distinct
color depth differences between regions inside and outside the
boxes. This is because SSWE incorporates positive and negative
information of emotion terms as auxiliary data during training.
In contrast, GloVe and EWE show no significant differences in
color depth between these regions. For BERT CLS and BERT ave
(Figures 5(e)-(f)), the overall darker color indicates a high cosine
similarity coefficient across emotion categories.

In emotion space as shown in Figure 5 (g)-(l), the color
depth inside the boxes is higher than that outside the boxes,
which indicates the similar emotions tend to have a higher overall

similarity. As for algorithm DREC-SL (Figure 5 (g)-(i)) and
DREC-FS (Figure 5 (j)-(l)), the similarity heatmaps of the same
neural model are very similar across algorithms.

5.4.2 Case Study
It should be noted that the human emotional state is actually
a high-dimension space. Positive-negative is only one (but most
important) dimension in emotion space. As a result, two emotion
categories may have a low cosine similarity, even if they are both
annotated as positive (or negative).

To assess our emotion representation’s ability to capture re-
lations among similar and dissimilar emotion pairs, we analyzed
four pairs of each type. Cosine similarities and standard deviations
were calculated over 10 runs with different initial parameters. For
comparison, we also evaluated word vectors and three averaged
sentence embeddings in semantic space. Key findings from Table 4
are as follows:

1. In emotion-enriched word embeddings (GloVe, SSWE,
EWE) and GloVe ave, dissimilar emotion pairs may exhibit higher
cosine similarities than similar pairs. In contrast, BERT CLS,
BERT ave, and our emotion space consistently yield higher cosine
similarities for similar pairs. This difference stems from the
training process: BERT CLS and BERT ave leverage embeddings
from a fine-tuned BERT model, enabling them to better capture
emotional distances.

2. Cosine similarities in emotion space are more distinct
between similar and dissimilar pairs compared to semantic space.
For instance, word embeddings may show negative similarity for
similar pairs (e.g., fear and nervousness in SSWE) or medium sim-
ilarity for dissimilar pairs (e.g., anger and admiration in GloVe).
Averaged sentence embeddings (BERT CLS and BERT ave) can
differentiate these pairs, but emotion space consistently assigns
high similarity to similar pairs and low similarity to dissimilar
pairs.

3. In emotion space, cosine similarities between dissimilar
emotion pairs are slightly above zero, suggesting that positive
and negative affect represent independent rather than opposing
dimensions. This aligns with findings in psychological research
[63].

The similarity experiment in this part shows that our represen-
tation algorithm in emotion space can better distinguish similar
and dissimilar emotions, which cannot be achieved by traditional
(emotion-enriched) word vectors.
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TABLE 5
The results of mapping Cowen taxonomy to Ekman taxonomy. The experiments are conducted for 10 times. And the average emotion

representation matrix is employed to show the detailed mapping results. Human results are chosen as the gold answers and wrong results are
marked in italic. All 10 emotion representation matrices are employed to show average results and standard deviations. The highest average value

and the smallest standard deviation are shown in bold.

Emotions Human (Emotion-enriched) Semantic Space Emotion Space Modern LLMs

GloVe SSWE EWE GloVe
ave

BERT
CLS

BERT
ave TC SL BL SL BERT SL TC FS BL FS BERT FS GPT-4o Deepseek Qwen

admiration joy disgust joy disgust disgust joy joy joy joy joy joy joy joy joy joy joy
amusement joy joy joy disgust anger joy joy joy joy joy joy joy joy joy joy joy
annoyance anger disgust disgust anger anger anger anger anger anger anger anger anger anger anger anger anger
approval joy surprise anger surprise surprise joy joy joy joy joy joy joy joy joy joy joy
caring joy sadness joy joy joy fear fear sadness joy sadness sadness joy joy joy joy love
confusion surprise fear joy fear surprise surprise surprise surprise surprise surprise surprise surprise surprise surprise fear surprise
curiosity surprise fear surprise surprise surprise surprise surprise surprise surprise surprise surprise surprise surprise surprise joy surprise
desire joy fear joy fear joy disgust disgust joy joy joy joy joy joy joy joy joy
disappointment sadness sadness fear sadness disgust disgust disgust sadness sadness sadness sadness sadness sadness sadness sadness sadness
disapproval anger disgust joy disgust anger disgust disgust anger disgust anger anger anger anger disgust anger anger
embarrassment sadness anger disgust disgust sadness disgust disgust disgust disgust disgust disgust disgust disgust sadness fear sadness
excitement joy joy joy joy joy joy joy joy joy joy joy joy joy joy joy joy
gratitude joy sadness joy joy joy joy joy joy joy joy joy joy joy joy joy joy
grief sadness sadness disgust sadness anger anger anger sadness sadness anger sadness sadness anger sadness sadness sadness
love joy joy fear joy joy joy joy joy joy joy joy joy joy joy joy joy
nervousness fear anger joy sadness sadness fear fear fear fear fear fear fear fear fear fear fear
optimism joy fear joy sadness joy disgust disgust joy joy joy joy joy joy joy joy joy
pride joy joy joy joy joy joy joy joy joy joy joy joy joy joy joy joy
realization surprise joy joy sadness surprise surprise surprise surprise fear surprise surprise fear surprise surprise surprise surprise
relief joy anger joy anger fear joy joy joy joy joy joy joy joy joy joy joy
remorse sadness sadness disgust sadness sadness sadness sadness sadness sadness sadness sadness sadness sadness sadness sadness sadness
Score — 7 10 10 14 14 14 19 18 18 19 19 19 20 18 20

Avg(10 times) — — — — — 14.700 14.700 18.200 17.500 17.900 18.400 18.100 18.500 — — —
Std(10 times) — — — — — 2.002 2.002 1.166 0.671 0.831 0.663 1.044 0.500 — — —

5.5 Mapping

The mapping relations between Cowen’s emotion taxonomy [9]
and Ekman’s emotion taxonomy [8] are detected in this part. As
mentioned before, there are 27 emotion categories in Cowen’s
taxonomy, which contains all 6 basic emotion categories in Ek-
man’s taxonomy. In this experiment, we regard remaining 21
emotion categories as source emotion, and map them into Ekman’s
taxonomy. In other words, we aim to find the most similar
one from Ekman’s six basic emotion categories for each source
emotion. The formula is listed as follows:

e = arg max
et

sim(es, et), (12)

where et is the emotion category in target emotions, es is the
emotion category in source emotions and e is the mapping result
of es. sim is the similarity function and the cosine similarity is
selected here.

The emotion representation matrix was calculated 10 times
with different random initial parameters, and the average matrix
was used to present detailed mapping results. The score of the
average matrix is shown in the third-to-last row of Table 5.
Scores for individual matrices were also calculated, with their
averages and standard deviations listed in the last two rows.
Human mapping results, provided by the authors of GoEmotions,
serve as the gold standard. 2

GloVe correctly maps 7 out of 21 emotions, highlighting
its limitation in capturing emotion relations without explicit
emotional information. By incorporating sentiment (positive or
negative) into word embeddings, SSWE [54] improves to correctly
map 10 emotions, with 9 of these being joy, as positive emotions
are easier to map due to their limited representation in Ekman’s
basic emotions. Similarly, EWE [55] maps 10 emotions, indicating
that emotion-enriched embeddings still struggle to fully capture
inter-emotion mapping relations.

2. https://github.com/google-research/google-
research/tree/master/goemotions/data/ekman mapping.json

In the emotion-enriched semantic space built on the GoE-
motions dataset, all three methods (GloVe ave, BERT CLS, and
BERT ave) correctly map 14 out of 21 emotions. BERT CLS and
BERT ave yield identical mapping results, with average scores of
14.7, outperforming GloVe ave. This demonstrates that the trained
BERT model more effectively captures emotional relations from
the dataset.

In emotion space, all three neural models using DREC-SL
and DREC-FS correctly map 18–19 emotion categories, with
significantly higher scores than in semantic space. This clearly
demonstrates the effectiveness of our algorithms in capturing
emotion relations, which word embeddings in semantic space fail
to achieve.

For the DREC-SL algorithm, BERT achieves a higher average
score than TextCNN and BiLSTM, indicating its superior ability to
extract emotion relations from the dataset. Additionally, BERT’s
smaller standard deviation demonstrates greater stability. For
TextCNN and BiLSTM, the forced symmetry operation improves
average scores from 18.2 and 17.5 to 18.4 and 18.1, respectively.
However, the improvement for BERT is not obvious.

As shown in Table 5, five categories (caring, disapproval,
embarrassment, grief, realization) differ from human mappings.
Caring is mapped to sadness by three models but to joy by
humans and other models. While inherently positive, caring often
accompanies negative events [64], reflecting the distinct dimen-
sions of joy and sadness [63]. For embarrassment, models map it
to disgust, while humans map it to sadness, consistent with studies
showing its ties to both emotions [65].

All models constructed in emotion space produce mappings
largely consistent with human results, demonstrating the effective-
ness of our algorithms in capturing emotion relations. However,
the complexity of emotion relations means certain emotions (e.g.,
embarrassment to disgust and sadness, caring to sadness and joy)
may align with multiple categories, suggesting no single correct
mapping exists for some emotions.
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### Task Definition

Single-choice Question. Please select one emotion most similar to the given 

emotion from the alternative emotion pool.

### Output Format

| Given Emotion | Emotion Pool | Your Selection |

| admiration | anger, disgust, fear, joy, sadness, surprise | your selection here |

| amusement | anger, disgust, fear, joy, sadness, surprise | your selection here |

| annoyance | anger, disgust, fear, joy, sadness, surprise | your selection here |

| approval | anger, disgust, fear, joy, sadness, surprise | your selection here |

| caring | anger, disgust, fear, joy, sadness, surprise | your selection here |

| confusion | anger, disgust, fear, joy, sadness, surprise | your selection here |

| curiosity | anger, disgust, fear, joy, sadness, surprise | your selection here |

| desire | anger, disgust, fear, joy, sadness, surprise | your selection here |

| disappointment | anger, disgust, fear, joy, sadness, surprise | your selection here |

| disapproval | anger, disgust, fear, joy, sadness, surprise | your selection here |

| embarrassment | anger, disgust, fear, joy, sadness, surprise | your selection here |

| excitement | anger, disgust, fear, joy, sadness, surprise | your selection here |

| gratitude | anger, disgust, fear, joy, sadness, surprise | your selection here |

| grief | anger, disgust, fear, joy, sadness, surprise | your selection here |

| love | anger, disgust, fear, joy, sadness, surprise | your selection here |

| nervousness | anger, disgust, fear, joy, sadness, surprise | your selection here |

| optimism | anger, disgust, fear, joy, sadness, surprise | your selection here |

| pride | anger, disgust, fear, joy, sadness, surprise | your selection here |

| realization | anger, disgust, fear, joy, sadness, surprise | your selection here |

| relief | anger, disgust, fear, joy, sadness, surprise | your selection here |

| remorse | anger, disgust, fear, joy, sadness, surprise | your selection here |

Fig. 6. Prompt for Emotion Mapping Experiment with LLMs.

5.6 Comparison with Modern LLMs
To demonstrate the current understanding of emotion category
relations by state-of-the-art large language models, we conducted
this experiment with GPT-4o, Deepseek-V3, and Qwen2.5-72B.
All models were prompted with the same instruction, as shown in
Figure 6. The results are listed in Table 5.

Upon analyzing the results, we observe that while the overall
performance of these LLMs is generally high, there are notable
differences in their mappings compared to human judgments. For
instance, Qwen2.5-72B incorrectly maps caring to love, which is
not present in the candidate emotion pool. This suggests a potential
hallucination in the model, indicating a lack of adherence to
the given instructions. However, it also objectively highlights the
similarity between caring and love. Caring is inherently a positive
emotion, often associated with love, but it can also accompany
negative events. This dual nature aligns with the essence of love,
which can manifest in various contexts, both positive and negative.

On the other hand, Deepseek-V3 slightly underperforms com-
pared to the other models, misclassifying three emotions. This
highlights the variability in performance across different LLMs.
The advantage of our proposed method lies in its lightweight
nature, which does not rely on extensive pre-trained data. Despite
this, it achieves comparable results, demonstrating its effectiveness
in accurately mapping emotions without the need for large-scale
pre-training datasets.

5.7 Impact of Frequency
This subsection examines the impact of emotion frequency on cat-
egory representations. As expected, higher-frequency categories
tend to produce more stable results due to larger sample sizes
during training. To test this, we used the BERT FS algorithm with
ten different initial parameters, calculating the average angular
distance between vector representations for each category and
correlating these distances with sample sizes. The dataset includes
categories with sample sizes ranging from 57 to 4,130.

The relations between the average angular distance and cate-
gory frequency is shown in Figure 7, with a red line indicating the
least squares fit to the data points. Overall, the negative correlation
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Fig. 7. The impact of frequency of available sentences per emotion
category.

TABLE 6
Mapping Experiment Scores under Different Data Proportions

Data Proportion 10% 20% 40% 60% 80%

Mapping Score 14.6 14.2 17.2 17.6 18.3

coefficient between angle and frequency confirms that higher-
frequency categories yield more stable results. Notably, even the
category with the largest average angular distance had an angle
of just 1.2 degrees, highlighting the robustness of the algorithm
proposed in this study.

Table 6 presents the results of our mapping experiment under
varying data proportions from 10% to 80%. Overall, the scores
exhibit an upward trajectory as more data is introduced, suggesting
that increased training samples generally enhance performance.
Notably, even with just 10% of the data, the model achieves
a mapping score of 14.6, indicating a commendable level of
robustness in low-data scenarios. Beyond that, the performance
rebounds significantly at 40% (17.2), and continues to improve,
culminating in the highest score of 18.3 at 80%. These findings
underscore both the method’s capacity to leverage larger datasets
for better outcomes and its resilience when the amount of available
data is relatively small.

6 APPLICATION: EMOTION RELATIONS ACROSS
LANGUAGES ON TWITTER–A PERSPECTIVE FROM
NLP

In this paper, we define the collection of emotion category rela-
tions in a language as the emotion structure of the language. In this
section, we discuss emotion structures across languages on Twitter
from an NLP perspective. In the previous one-hot representation,
each emotion category is represented with an independent dimen-
sion. As a result, it is unable to analyze the emotion relations
across languages with one-hot representation. However, based on
the distributed representations of emotion categories proposed in
this paper, we provide a new NLP perspective to study emotion
relations across languages on Twitter.
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Fig. 8. Illustration of our approaches to detect emotion structures across languages. (a) Pearson correlation between emotion structures of two
different languages. (b) Pearson correlation between emotion structures of the same language. (b) is employed to validate the reliability of our
approaches.
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Fig. 9. Toy illustration of our approach. Red and green irregular shapes
represent emotion structures conveyed through different languages,
points represent the position of emotion categories, and lines between
the points represent the relations between different emotion categories.

6.1 Model and Dataset

As validated in Section 5, our algorithms can learn a good emotion
representation in emotion space with all three typical neural
network models (TextCNN, BiLSTM and BERT). Since we focus
on emotion relations across languages in this section, we choose
BERT as the model for subsequent analysis. The BERT-based
model of Arabic [66], English [60] and Spanish [67] are used
in this part. The word vectors from reference [68] are chosen as
multilingual word embedding.

The dataset we use in this section is presented in SemEval-
2018 Task 1 [69] by Mohammad et al.. This dataset is the
most comprehensive dataset for studying cross linguistic senti-
ment analysis, containing eleven emotion categories from three
languages. The dataset is created from Twitter for the purpose
of improving our understanding on how people convey emo-

tions through language and contains three language-specific sub-
datasets (English, Arabic, and Spanish). All three sub-datasets are
collected from the same social media platform (Twitter) in the
same time period and manually labeled with same classification
criteria under same emotion taxonomy (anger, anticipation, dis-
gust, fear, joy, love, optimism, pessimism, sadness, surprise, and
trust). Therefore, this dataset can be employed not only to train a
emotion classification model, but also to study emotion relations
across languages on Twitter.

6.2 Approach

Relations between emotion categories are very complex [70], [71],
and emotion structures conveyed through different languages are
not the same [72]. As a result, it is difficult to directly measure
the similarity between emotion structures of different languages.
As shown in Figure 9, in order to analyze the differences between
emotion structures conveyed through different languages, we re-
gard emotion categories as the anchor points in emotion space.
For each language, we calculate the cosine similarities among
these emotion categories. Then, all the cosine similarities are
get together to represent the emotion structures of the languages.
Thus, the relations between emotion structures conveyed through
different languages can be further detected.

The detailed approach can be seen in Figure 8. For each
language, we learn the distributed representations for emotion
categories from the soft labels output by pre-trained BERT model
with our algorithm. Then, the similarity between each emotion
pair are calculated. After that, all similarities are gathered together
as the similarity vector of the language. Finally, the Pearson
correlation coefficient between different similarity vectors of dif-
ferent languages are calculated as the measurement of similarity
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TABLE 7
Pearson correlation between different emotion structures. The experiments are conducted 10 times. The average results and standard deviations

are listed in the Table. The maximum similarity within the same language (diagonal sections) and the maximum similarity across different
languages (off-diagonal sections) are denoted in bold.

DREC-SL DREC-FS
Arabic English Spanish Arabic English Spanish

Arabic 0.987 (0.006) 0.720 (0.064) 0.778 (0.029) 0.980 (0.012) 0.737 (0.077) 0.781 (0.029)
English 0.720 (0.064) 0.984 (0.020) 0.846 (0.040) 0.737 (0.077) 0.982 (0.020) 0.830 (0.041)
Spanish 0.778 (0.029) 0.846 (0.040) 0.967 (0.016) 0.781 (0.029) 0.830 (0.041) 0.958 (0.023)

TABLE 8
Significant p-value of the hypothesis that emotion structures of same language is higher than that of different language. For example, 2.43e-7 in

first row and second column means the significant p-value of the hypothesis H0 : r(ar, ar) > r(ar, en) on t-test. 1.09e-6 in third row and first
column means the significant p-value of the hypothesis H0 : r(es, es) > r(ar, es) on t-test. ar, en, es refer to Arabic, English and Spanish,

respectively.

T-Test DREC-SL DREC-FS
Arabic English Spanish Arabic English Spanish

Arabic — 2.43e-7 2.09e-7 — 2.83e-6 5.46e-6
English 1.88e-9 — 3.38e-10 1.73e-9 — 7.83e-10
Spanish 1.09e-6 8.09e-7 — 5.62e-7 1.34e-6 —

TABLE 9
Significant p-value of the differences between emotion structures of

different languages. For example, 7.17e-5 in first row and first column
means the significant p-value of the hypothesis

H0 : r(en, es) > r(ar, en) on t-test. ar, en, es refer to Arabic, English
and Spanish, respectively.

T-Test DREC-SL DREC-FS
r(en, es) > r(ar, en) 7.17e-5 3.42e-3
r(en, es) > r(ar, es) 3.78e-4 4.48e-3
r(ar, es) > r(ar, en) 1.41e-2 7.07e-2

between different emotion structures. To analyze the potential
error caused by the initial parameters of the model, we conduct the
Pearson correlation coefficient for 10 times with different random
initial parameters and record the average result and corresponding
standard deviation. Moreover, in order to analyze the reliability
of our approach, we randomly split each language-specific sub-
dataset into two parts. And the similarity of the emotion structures
of the two parts are calculated to compare with the desired result.
(Ideally, the similarity of emotion structures of the two parts is
supposed to be 1.)

6.3 Analysis

Table 7 summarizes the similarities and standard deviations of
emotion structures across languages, highlighting both common-
alities and differences. Here are the key findings:

High Similarity Across Languages: The Pearson correlation
coefficients between emotion structures of different languages
range from 0.720 to 0.846. This indicates that there is a significant
degree of similarity in how emotions are structured and conveyed
across Arabic, English, and Spanish. This finding aligns with the
notion that human emotional experiences share commonalities,
regardless of linguistic differences. This conclusion is consistent
with previous studies in linguistics [73].

Significant Differences Exist: Despite the overall similarity,
the Pearson correlation coefficients between different languages

are notably lower than those within the same language, which
range from 0.958 to 0.987. This suggests that while there are
broad similarities, each language also has unique nuances in its
emotion structure. These differences are statistically significant, as
confirmed by t-tests, indicating that linguistic and cultural factors
introduce distinct variations in emotional expression [74], [75].

Influence of Linguistic Families and Cultural History: The
similarity between the emotion structures of English and Spanish
is higher than that between English and Arabic, and higher than
that between Spanish and Arabic. This can be attributed to the
fact that English and Spanish both belong to the Indo-European
language family [76], while Arabic belongs to the Semito-Hamitic
language family [77]. Additionally, historical cultural exchanges
have influenced the emotional lexicon and expressions between
Arabic and Spanish, leading to a closer alignment in their emotion
structures compared to English [78], [79], [80], [81].

In summary, emotions share universal features across lan-
guages, yet distinct linguistic and cultural contexts shape meaning-
ful differences. This dual perspective provides a more comprehen-
sive understanding of the intricate relationship between emotions
and language, highlighting both the universality and the diversity
of emotional expression across different linguistic communities.

7 CONCLUSION

In this paper, we propose a framework to learn distributed rep-
resentations of emotion categories in emotion space. Then, two
algorithms are derived on the basis of the soft labels predicted
by the trained neural network model. Our algorithms represent
emotion categories in emotion space rather than semantic space.
Our algorithms also overcome the shortcomings of the previous
one-hot representation that each emotion category is orthogonal to
the others.

Comprehensive experiments confirm the efficiency and effec-
tiveness of the proposed framework. Arrangement shows that pos-
itive, negative, and ambiguous emotions are linearly separated in
emotion space, unlike in semantic space. Similarity demonstrates
high cosine similarity for similar emotions and low for dissimilar
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ones in our representation. Mapping reveals that our framework
accurately maps two emotion taxonomies, achieving results (18-
19 out of 21) comparable to human performance, which semantic
space embeddings cannot achieve.

For the first time, we explore cross-linguistic emotion struc-
tures on Twitter from the perspective of NLP with our proposed
distributed representations of emotion categories. Our findings
confirm insights from linguistics and psychology. First, while
emotion structures show high similarity across languages, they
are not identical. Second, English and Spanish have the most
similar structures, as both belong to the Indo-European family,
unlike Arabic, which is part of the Semito-Hamitic family. Third,
Arabic and Spanish structures are more similar than Arabic and
English, reflecting closer cultural ties between Arabic and Spanish
cultures.
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